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1. Introduction

Windowing i s  a  common s igna l  process ing  technique  ava i lab le  on
al l  modem data  acquis i t ion systems used for  modal  tes t ing.  ‘Ihe
force and expauential  windows arc tlmc domain weighting
funct ions  that  have been developed for  the  tramlent  s igna l s  o f
impact testing.“’ These windows are de&cd  to reduce the
effects  of  leakage and improve the s ignal- to-noise rat io  of  the
measured signals. ln gaeral,  to improve impact test@  FRF
measurements, the force and exponcotial w i n d o w s  s h o u l d  almost
always be applied to the time signals, with vev  few exceptions.

.To  correctly measure a frequency response  function (FRF),  the
exponent ia l  window mus t  a l so  be  app l i ed  to  the  inpu t  s igna l ,  in
addition to the force window, if it is applied to the response
s igna l s .  The  effect  of  the  exponent ia l  window is  to  increase the
apparent  damp@  of the measured system. This elfrct, wh ich  i s
governed by the  shit?  property of the Laplace transform,  is prr-
dictable and easily corrected in the estimated modal pammcters.

2 . Causer and Symptoms of Leakage in Impact Testing

I.r&age  i s  a  s igna l  p rocess ing  hias ~ITTOT  caused  hy  the  violatlug
au assumption of  the  discrete  Fourier  trmsfonn.  The assumption
IS t ha t  the  s i gna l  t o  he transformed i s  pe r iod ic  wi th in  the  sample
period. For cases in which both the input and output are hannouic
func(ions  of the sampling period rx arc completely observed
transirnts, there  wi l l  be  no leakage errors .  Since real  systems do
oat generally respond as multiples of some arbitrary sampling
frequnxy,  windows are used to coustrain  the signal to more
closely meet the  requirement of a completely ohserved transient.
The rffkcts  of leakage on measured FRFs  i s  an  underes t imat ion  of
the magnitude at the  peaks ad  distortion of the phase, and a drop
in coherence at the  peaks,“’

For a signal to be a completely ohsrrvcd transient,  it must start at
zero  and  end a t  zero  wthiu  the  sampl ing per iod.  For  the  (ransirnt
signals  of  impact  tes t ing ,  the  input  i s  a lways  complete ly  observ-
able ,  but  the  response  may not  he .  I f  the  response  does  not  decay
to  near  zero  by the  end of  the  sampling per iod,  the  exponent ia l
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window i s  app l ied  to  reduce  leakage .  Note  tha t  windowing  can
only reduce the effects  of  leakage,  not  ent i rely el iminate theln.

3 . Use of the Exponential Window

The exponential window is simply an exponential function as
defined by either of the two forms in equation (I), where the
parameter 7 i s  the  t ime constant  of  the  exponent ia l  fmlction.  The
time variable for the exponential function struts at zero,
regwdless  if a pretrigger  delay is  used in  the  measurement .

The  pr inc ipa l  purpose  of  the  exponent ia l  window is  to  reduce  the
effects  of leakage on lightly damped response signals. The
transieut response of  a l igh t ly  damped  sys tem wi l l  typ ica l ly  no t
de+ to near zero  by the end of the time record, as show ,n
Figure  I (a) .  For  l ight ly  damped systems,  the  exponent ia l  wmdow
should reduce the measured response s ignal  a t  the  end of  the  t ime
record to approximately one percent ,  as  showo  i n  Figurc I(b); t o
&ctively  reduce the effects of leakage.
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The exponential window can also improve the signal-to-noise
rat io  of  heavi ly damped response s ignals .  I t  may seem that  an
exponential window is not needed smce the trausirnt  response
decays very quickly,  wi thin  the  measured t ime record,  and the
s ignal  i s  a  comple te ly  observed  transxnt.  IIowever,  an exponen-
tial window is used in this case to attenuate the noise on the
measured output  af ter  the  response has  decayed due to  sys tem
damping.  For  heavi ly  damped systems,  the  exponent ia l  window
should follow the damping of the system, as shown in Figure 2.

0 T

The decay of the expouential window is typically detinrd in
commercially available data acquwtion  software by one of the
severa l  ways  listed helow:

l specifying the time constant (7)  in sr&onds
l specifying the reciprocal  parameter(B) in radJsrc
l specifying  the value of the  exponential function at the end of the

time period as a percentage of unity
l specifying the value of the exponential function, as a percentage

of  uni ty ,  a t  some point  on the t ime axis ,  as  a percentage of  the
t ime record length

l graphically shaping the cxponentzd  curve  with the mouse

A common sugges t ion  i s  tha t  the  time cons tan t  shou ld  bc  one
quarter of the time record length, which creates an exponential
func t ion  tha t  decays  to  about  two percent a t  the  end  01 the time
record. Ilov~evcr,  this would not he appropriate for hravil)
damped systems, as explained ahow  Also, note that if the
frequency span;  number of spect ra l  hnes, or  any other measure-
ment parameter  that  affects  the t ime record length is  changed,
then T  or ,3  must also be updatcd  so that the shape of the exponen-
tial window is prcscrved.

4 . Use of the Force Window

The purpose of the force window is to improve the signal-to-noise
ra t io  of  the  measured  input  by  e l iminat ing  the  noise  on  the  s ignal
following the duration of the impact. After the impact, the
impactor  is no longer in contact with the surfdce  and can not
impart any excitation into the system The data in the trailing
segment  of  the unfi l tered force s ignal  consis ts  of  only electr ical
uoise  on  the  input  channe l .  However ,  due  to  the  shor t  dura t ion  of
the impulse, the total energy of the noise may be on the same
order  as  the  energy of  the  input  force.  The force window passes
the ini t ia l  segment  of  the t ime record containiug the impact  sign4
and suppresses  the noise  in  the remainder  of  the t ime record.  The
tmiling segment  of  the f i l tered force s ignal  a lso contains  respouse
to  the  anti-&sing  f i l t e r ,  which  should  no t  he  t runca ted  by  the
force window because it conldins energy of the input.

The  force  window is  uni ty  over  the  leading  five to  ten  percent  of
the t ime record,  has a s teep cos ine  taper  to  zero ,  and is zero for
the remainder of the time record. ln some cases, the trailing
segment  of  the  t ime record is  se t  to  the  average value of  the  noise
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ins tead  of  zero .  As  wi l l  be  d iscussed  in  a  fo l lowing  sec t ion ,  the
exponent ia l  window must  a l so  be  appl ied  to  the  force  s ignal ,  in
addition to the force window. The  force window and the
combination for  the  force  and exponent ia l  windows are s h o w n  i n
Figure 3.
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Figure 3. The  Jiircr  window.

The  force  window is  def ined by the  durat ion of  the  l ead ing  un i ty
portion, which is commonly refered  to as the  “length“ of the
window In  commercia l ly  avai lable  data  acquis i t ion  soltware, the
force  window length  i s  typica l ly  speci f ied  in  e i ther  absolute  t ime
or  as  a percentage of  the t ime record length.  A durat ion of  5 .10%
of the  time record length, a&r the trigger, is usually
recommended for  the length of  the force window. Note that  the
force  window length may or may not by default take into
consideration the  use  of a pretrigger.

5 . Excep t ion  to  the  Rule

The  force and exponential windows  shou ld  normal ly  be  app l ied  to
the  time s igna l s  when  us ing  impac t  t es t ing .  The  exception t o  t h i s
rule i s  when the  measured  s ignals  conta in  s igni f icant  components
of periodic noise. In this case, the windows will smear the
per iodic  noise  components ,  contaminat ing the  adjacent  spect ra l
l ines .  The per iodic  noise  components  are  undamped and,  i f  not
windowed,  appear  in  the  spectrum as  nal~ow  peaks.  However,  the
exponential window increases the apparent damping of the
measured signals, which results in broadening of the periodic
now~  peaks. The  line shapes of the  force and exponential
windows arc  show in Figure 4 .  The l ine shape of  a  t ime domain
window determines  the  proper t ies  of  the  window in  the  frequency
domain

The  typrs  of periodic noise commonly acountered  with impact
testmg  include the DC-component, electrical line noise, and
permdlc excitation sources. Because of the frequency domain
effects  of the  windows,  the  per iodic  noise  must  be  removed f rom
the  data before applying the windows in the time domain. If
poss ib le ,  the  no ise  sources  should  be  e l imina ted  by  appropr ia te
measurement practices. If the source of the noise can not be

el iminated ,  then the  per iodic  noise  components can be removed
by signal processing techniques  described Ref. 131.

ww
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6 . Apply ing  the  Exponent ia l  Window to  the  Force  S igna l

Proper use of the exponential window requires that it must be
applied to the both response signals and the input signal.
Al though an  FRF i s  def ined  as  a  d iv i s ion  of  the  ou tput  spec t rum
by the  inpu t  spec t rum,  app ly ing  the  exponent ia l  window to  bo th
the  inpu t  and  ou tpu t  does  no t  cance l  the  effect of the window
from the FRF

The  shit?  propertves  of the Laplace transform”’ govern the  effects
of  the  exponent ia l  window and  i l lus t ra te  why i t  mus t  be  appl ied
to both the input and output time signals. In  the discussion below,
the Laplace variable (s) is used, but the Fourier tmnsfonn is
equ iva len t  to  the  Laplace transform evaluated at  the imaginary
(jo) axis.

Mul t ip ly ing  a  t ime  s igna l  y(t)  b y  an exponent ia l  funct ion  shi f t s
the  independent  var iable  of  the  associa ted  Laplace transform Y(S).

I f  y(t)  0 Y(s), then e”‘y(l) = Y((s  a ) (2)

Shifting the independent variable of a time signal y(t)by an
amount I, multiplies the associated Laplace tmnsfonn l’(s)  by an
exponrnlial  funct ion  in  the  s -domain .

If Y(f)  - w then y(f - 1,) 0 e-Y(s) (3)

Equation (2) govenx  the effect of the exponential window and
equation (3) governs the effect 01.the  pretigger  delay.

The  unwindowcd,  equation (4),  and exponentially windowed,
equation (5),  input .fit)  and output x(t) time signals are trans.
formed to the s-domain

.X0 Q  m) and X(f)  Q X(s) (4)

CPlf(f)  Q  F(s + p) and e-KY(f) c, X(s  + p) (5)

The transfer function,  H(s) ,  i s  def ined as  the  ra t io  of  the  Laplace
transforms of  the  output  and  input .  For  the  case  in  which  ne i ther
the output or input time signals are exponentially windowed,
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(6)

For the case in which both the output aud input signals are
exponen t ia l ly  windowed ,

(7)

Since the transfer  function  i s  computed  from  the  sh i f t ed  inpu t  ad
output functions. it is a functiou  of the same iudependent  variable.
For the case  in which the output signal is exponentially windowed
but the iuput  signal is not,

Equatiou (7)  c lear ly  shows tha t  the  exponent ia l  window must  be
appl ied  to  both  the  response  and  force  t ime s igna ls  so  tha t  the
indepeudent variable of the tmusfer functiou is unemhiguously
def ined .  I f  the  exponent ia l  window is  appl ied  to  the  response ,  i t s
transform is a function  of s+b,  but if the window is not applied
the force, its transform is B function of just S, as indicated in
equatiou (8) .  So  the  ques t ion  i s ,  wha t  i s  the  independent  va r iab le
of II  for  th i s  case’?  Ihe prac t ica l  consequences  of  applying the
exponential window to  an impact  s ignal  are  invest igated in  Ref .
151 b y  cousideriug the dependence of  F on  p. Also cons idered  are
the more subt le ,  comhiued ekl’ects of  the  exponent ia l  window and
a pret r igger  delays  The  conclusions can be summarized 8s fo l lows .

The exponeutial windo\\ and pre t r igger  de lay  at?%3  the measured
FRF  aud  estimated modal parameters in a predictable manner,
The cffccts  are hcst  uuderstood  by  s tudying  the  t ransfer  funct ion
of the system and the Laplace transform  of  a  pu lse  input  fimction.
It is the combination of the Laplace transform  shin properties
which gown,  the effects of the exponential window aud  the
prctrigger  delay that urcessitate the expouential window always
be  app l ied  to  the  force  s ignal  when measur ing frequency re sponse
tu”ctl”“s,

‘The exponential tindow  effect 01. incrcasiug the apparent
damping of  the  measured response is  widely  acknowledged and
readily corrected in the modal parameters. The exponenhal
window essentially shitts  the plaue 01. the s-domain input and
o u t p u t  functious  that  are actual ly measured,  and to measure the
conect  FRF, the sane planes of the input and output functions
must  he  measured.  That  i s ,  both  the  input  and output  must  by B
fimctiou  of s+p.  The  er rors  in t roduced by not  windowing the  force
signal  wil l  not  affect  the es t imated frequency or  damping hut  can
effect the scaling of the residue due to au incorrect FRF  mag-
nitude, especially if a pretrigger delay is used in the
*“eaSuTeme”tS.

Prrtriggering  is commouly used in impact testing to ohservc the
leading edge of  the measured t ime signals ,  and its  effects  are also
governed by  a shiti  proper ty  of  the  Laplace transform. The errors
in t roduced  by  no t  w indowing  the  force signal  are amplif ied when
a pretrigger delay is used in the measurements,  which can lead to
a significant underestimation of the residue. Although the

residues  could he corrected for  th is  effect ,  th is  is  an uunecessay
compl ica t ion  tha t  can  he  avoided  by  apply ing  the  exponent ia l
window to the force signal.

7 . Correction for the Exponential Window

.The  exponent ia l  window  increases  the apparent  damping of  the
measured system, and the amount of added damping is
determined by the exponential time constant. This effect is
predic tab le  and  the  correctiou for estimated modal paremetcrs i s
deve loped  hclow.‘61  S ta t ing  wi th  equa t ion  (7),  the  l-W  i s  i n v e r s e
trzmsfonned  to  the  impulse  response  fuuction  (IRF).  where t,(t)  i s
the  lRF  of  the t rue (i.e., unwindowed) system.

I/(&  + p)  0 e-b(t) (9)

The  IRF  cau  he written as a summation  of damped exponential
terms,  where h, is the complex  cigcnvalue  of mode I, A, is the
residue for mode r, and  the  care t  no ta t ion  (“ ) deno tes  a parameter
assoc ia ted  wi th  the  measured (i.e~,  windowed)  sys tem

Equating the like tenns in equation (IO)  and iuscrting the real and
imaginary  parts of the eigenvalues  yields the correction for the
exponential window. where CO,  and CT,  are the damped natural
frequency and damping factor of mode r. respec t ive ly .

.io I

Equa t ions  I1 and  I3  indicate  that  the damped natural  f requencies
and residues of  the measured system tre  identical to  those  of  the
true system and the difference of the dampiug  factors  between the
tie  and measured systems is a function of the exponential
wiudow  time constant. .The  effects ot.  the exponential wiudow
described m the  above  equat ions  a re  i l lus t ra ted  on  the  complex
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plane  in  F igure  5~  Since the damping factors of  natural  system are
expected to be negative, the damping factors of the measured
system will have larger negative values than that sf the true
system, which causes the apparent increased damping in the
measurements.  Note that  s ince the measured FRFs  are computed
from  data modified by the exponential window, residue and
modal scaling calculations and FRF  synthesis should use the
uncorrec ted  poles .

A damping correction for the exponential window historically
given in the literature”.8~9’  that deals with the damping ratio of a
m o d e ,  C,r

i s  ac tua l ly  an approximate method. “ ” ‘The  approximation is that
the  estimated undamped natural frequency, cl,, is equal to the
true undamped natural  frequency,  cl,, when in fact  il.  >  Q,  since
j&,1  > lo,l.  The approximate correction underestimates the
damping rat io by a factor of  Q/h,,  but  approaches  the  t rue  va lue
asymptot ical ly  as  the  damped natural  f requency increases ,  for  a
given damping ratlo and exponent ia l  t ime cons tant .

Another  poss ib le  ef fec t  of  the  exponent ia l  window which should
be noted is  that  i t  may complicate  separa t ion of  c losely  spaced
modes due  to  the  increased  damping .  F igure  6  shows the  response
to an impact of an steel T-plate (approx.  lSx29x29cm,  0.635cm
thick)  and  the  appl ied  exponent ia l  windows.  The  windows decay
to 1% at lOO%,  50%,  20% and 10% of the time record length.
which corresponds to n time constat  of 0.2171, 0.1086, 0.0434
and 0 .0217 sec . ,  respect ive ly .  F igure  7  shows the  FRF  for each of
these four cases,  note  the  two c lose ly  spaced modes  a t  580  and
588 Hz. As the added damping from  the rxpo- nential window
increases ,  these  two peaks  merge such that  two dis t inct  modes
cannot be distinguished.
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